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• https://www.flinders.edu.au/people/paulo.santos
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The evil AI…



1984

• J. Cameron, The Terminator



1927

• Fritz Lang, Metropolis



ca. 300/280-270 BCE

'ΤΑΛΩΝ’. Silver didrachma from 
Phaistos, Crete (ca. 300/280-270 
BCE), obverse. (Cabinet des 
Médailles, Paris)

https://commons.wikimedia.org/wiki/File:Didrachm_Phaistos_obverse_CdM.jpg



2023

• Chat.GPT



The real AI…



Jacquard 
Loom 
(1801)

• Programmable, 

• Reproduce patterns from observed patterns (Punched Cards)

https://www.youtube.com/watch?v=OlJns3fPItEen. 



Origin of AI

• Dartmouth Summer Research on Artificial Intelligence, 1956

• With: 

• Marvin Minsky (Turing Award-69),

• John McCarthy (Turing Award-71), 

• Claude Shannon (Creator of Information Theory),

• Warren McCulloch (first mathematical model of a neuron),

• John Nash (Nobel-94),

• Herbert Simon (Nobel-78, Turing Award-75) 

• Frank Rosenblatt (Creator of perceptrons – early versions of ANN)



Origin of AI

• Dartmouth Summer Research on Artificial Intelligence, 1956

• " The study is to proceed on the basis of the conjecture that every 
aspect of learning or any other feature of intelligence can be so 
precisely described that a machine can be made to simulate it. An 
attempt will be made to find how to make machines use language, 
form abstractions and concepts, solve kinds of problems now 
reserved for humans, and improve themselves.”

• https://home.dartmouth.edu/about/artificial-intelligence-ai-coined-
dartmouth

https://home.dartmouth.edu/about/artificial-intelligence-ai-coined-dartmouth


https://www.researchgate.net/publication/358915702_Opportunities_and_Adoption_Challenges_of_AI_in_the_Const
ruction_Industry_A_PRISMA_Review



https://www.researchgate.net/publication/358915702_Opportunities_and_Adoption_Challenges_of_AI_in_the_Const
ruction_Industry_A_PRISMA_Review



The AI we see…



https://protect-au.mimecast.com/s/il_xC0YKANCrwznNF8PmNI?domain=substack.com


Chat yesterday…



Chat yesterday…



Chat yesterday…



Social Challenges

• Job loss/Job replacement

• Skills gap

• Privacy concerns

• Bias and Fairness

• Transparency and Accountability

• Ethical decision making in using and 
making AI



Ethical decision making in using 
and making AI

A few examples…



Bias in 
Machine 
Learning



https://www.technologyreview.com/2013/02/04/253879/racism-is-poisoning-online-ad-
delivery-says-harvard-professor/



Toxic potential of YouTube Feedback Loops

• Your model is controlling the next round of data that is used to built 
the very same model!

• https://youtu.be/Et2n0J0OeQ8

• The AI is directed at optimizing engagement
• If you like cats, YouTube will only point you to cat films. After a while you’ll 

believe that there is only cats in the world.

• Replace Cats by any political idea, or criminal behaviour…

• Recent examples: QAnon; Pedophily

https://youtu.be/Et2n0J0OeQ8


• https://www.nytimes.com/2019/06/03/world/americas/youtub
e-pedophiles.html



Uyghur
Detector ?
• https://www.nytimes.co
m/2019/04/14/technology/
china-surveillance-artificial-
intelligence-racial-
profiling.html



• https://www.theengineroom.org/dangerous-data-the-
role-of-data-collection-in-genocides/

https://www.theengineroom.org/dangerous-data-the-role-of-data-collection-in-genocides/


Everyone should watch Rachel’s 
lecture!

• These cases are well described in the lecture 
on Ethics in Data Science by Rachel Thomas -
USF

• https://course.fast.ai/videos/?lesson=5

https://course.fast.ai/videos/?lesson=5


Teaching 
Ethical 
Decision 
Making under 
the AI Razor

Themis The Great Greek Mythology 2 oz Antique finish Silver Coin 2000 
Francs CFA Cameroon 2023

https://www.topworldcoins.com/en/themis-the-great-greek-mythology-
2-oz-antique-finish-silver-coin-2000-francs-cfa-cameroon-2023



Paramedic ethics 
for technology

Combine distinct ways of 
considering an ethical question:

• Utilitarian

• Dialectic

• Deontological

• Analogical 

Schneider GM Gersting JL. Invitation to Computer Science. 
8Th edition. Asia ed. Singapore: Cengage Learning Asia Pte; 
2018.



“Paramedic 
Ethics for 
Technology”

1. Identify the stakeholders 

• Narrowing the scope of the problem

2. Utilitarian step 

• Identify benefits and costs 

• Various strategies could be used to aggregate 
costs, benefits and likelihood of the outcomes

3. Deontological step

• Consider duties, responsibilities, prohibitions and

4. Reasoning by analogy 

• Think of an analogous situation to help clarify the 
situation 

5. Make a decision (reflective equilibrium) 
or repeat the process in dialectic form and revise 



“You’re not 
paranoid. Your 
phone really is 
listening in.”

• https://www.foxnews.com/tech/youre-not-
paranoid-your-phone-really-is-listening-in



Exercise

• Use the paramedics method for ethical decision 
making to analyze ethics involved in case your 
“phone is actually listening to you in order to 
provide you with contextual adds.”



Step 1- Who are 
the stakeholders ?



Step 1- Who are the 
stakeholders ?

• Company – internet provider

• Big tech (apple, google, FB,…)

• Users

• Everybody that is around the phone

• Phone manufacturer

• Business



Step 2- Utilitarian step: What is at stake? 

𝑣𝑎𝑙𝑢𝑒𝑖 ∗ (Pr(𝑒𝑣𝑒𝑛𝑡𝑖)),

Sum it all up and compare with a 
threshold



Step 2- Utilitarian step:

• Privacy (70 * 0.2)
• Personal info (age, email, address, gender, location)

• Social patterns (10 * 0.3)

• Financial info (100 * 0.2)

• Medical info (50 * 0.05)

• Competitor’s business info (100 *0.2 )

• Internet Market (50 * 0.8)

• Email (SPAM) lists (70 * 0.8)

• Personal economics (…)



Is it Ethical?
Was the sum of utility values greater than the threshold?



Step 3 – Deontological Step 
Identify duties, permissions, 
obligations and 
responsibilities



Step 3 – Deontological Step 

• Companies should respect the privacy laws 
• (no)

• Users should be honest with the information they are providing 
• (no)

• Users should read terms and conditions 
• (No)

• T&C's should be simpler & or generic to a point so you dont have to re-read every time 
• (no)

• T&C  should also be timed, so you can’t click accept straight away 
• (yes and no)

• Companies have the obligation to protect children 
• (No)

• companies would have to comply with local area laws, will vary country to country with some 
things due to age etc. 
• (no)



Is it Ethical?
Were all the duties, permissions, obligations and 
responsibilities respected?



Step 4 - Reasoning 
by analogy 



Step 4 – Analogy 1 

Census collection

• Analise similarities or dissimilarities
• Census is a non-profitable action

• Census is external

• Census - You know exactly what 
information is provided

• aggregate data is publicly available (but 
not specific to the user)

• No transparency in google



Step 4 – Analogy 2 

Google search engine

• Similarities
• Support future decision

• We don’t know how this info is 
used

• Invasive

• Invasion of privacy



Is it Ethical?
Did we understand the problem well to make a decision?



Step 5 – Make a 
decision or loop 
again



Thank you! 
Don’t forget the marketing time!



PhD Research Project on 
Offer:
Narratives for Multi-Robot 
Event Recognition (at Flinders 
University, Sponsored by Naval 
Group)

Extracting consistent narratives
from the sensor data of multi-
agent systems 
with Anne-Gwenn Bosser

• Efficiently representing and reasoning 
about scenes using commonsense 
knowledge graph, from the perspective of 
distributed systems.
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